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GÉANT Cloud Flow

• GÉANT Cloud Flow (GCF) provides researchers with the ability to run workflows 
composed of analysis tasks exploiting GÉANT cloud facilities (e.g. based on Kubernetes)

• Workflows and tasks described with CWL language 

• A task is command line tool run in a Linux Container…containerized-tasks 2
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GCF possible limitations

• A task runs in a single Linux Container 
• A task can use the resources of a single host of the cloud

No horizontal scalability

• A task is a command line tool, like a python file, packaged in a self-
consistent Container

• Data analysts are used to using the services offered by analytics 
platforms such as Apache Spark, Horovod, etc. rather than developing 
self-consistent code

Limited comfortability



GCF PLAS

• Extension to execute platformed-tasks: tasks that run in a sidecar platform
• GCF offers platform-as-a service

• Task’s Containers deployed alongside the sidecar platform, installed via Helm

• The portfolio of sidecar platforms now includes : Apache Spark and Horovod for 
accelerating ML traning jobs



GCF PLAS at Work
Task master

Task master



GCF PLAS at Work
Executor, Input, Output

Task master



GCF PLAS at Work
Sidecar platform

Task master



Extension Challenges



New CWL and cwl-TES
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Extend the cwl-tes to add the 
support to new Common 
Workflow Language (CWL) 
HelmRequirement class.

Note: Supported chart repository link and its 
specific executor image is needed



Extend the TESK-API component to 
forward changes and generate the 
taskmaster pod with additional volume 
and extra necessary details

Improve the capability of the taskmaster 
to deploy the platform using Helm, in 
addition to the creation of input, output 
and executor containers.

New TESK and Taskmaster
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Charts and executors
for sidecar platforms 
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Charts of platformed workflow (at 
the moment horovod and spark) 
and corresponding Executor 
Docker Images



https://github.com/PlatformedTasks

We have a GitHub repository for each module:
● cwl-TES
● TESK-API
● Taskmaster
● Platform helm charts:

○ Horovod
○ Spark

We also have developed the Docker Images of:
● TESK-API
● Taskmaster
● Horovod Executor
● Spark Executor

https://github.com/PlatformedTasks


Conclusion and  Future works

Future works
Increase platform portfolio 

e.g. with the HPC platforms Support QoS Security assessment

GCF can now offers platform-as-a-service to speed up 
computation and make researcher more comfortable with 

their instruments
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